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1. Introduction

Singular wh-questions typically carry a presupposition of (existence and) uniqueness. For
example, (1a) presupposes (1b), that exactly one letter is missing.1

(1) a. Which letter is missing?
b. ∃!x [ letter(x) ∧ miss(x) ]

How is the presupposition triggered? Dayal (1996) proposed that it is triggered glob-
ally, as a condition on how the question is answered. The source is an answer operator
ANSD, which, as in (2a), merges with the interrogative CP, and operates on the question’s
Hamblin set (see also, e.g., Xiang 2016, Fox 2018). Alternatively, the presupposition may
be triggered locally, within the question nucleus. It is then carried by each Hamblin answer
(as in Uegaki 2018, 2020). One possibility, sketched in (2b), is that the wh-item itself is the
trigger, building on Rullmann and Beck’s (1998) suggestion that which-phrases reconstruct
into the question nucleus (cf., Champollion et al. 2017, Uegaki 2020).

(2) a. ANSD [CP which letter is missing]

b. [CP which letter is missing]

Our aim is to build an argument for local triggering. We consider cases whose logical
form (LF) we take to instantiate the configuration in (3), where the presupposition is trig-
gered within the scope of an operator, OP, inside CP. This configuration is incompatible
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especially Luka Crnič, Virginia Dawson, Patrick Elliott, Andreas Haida, Magda Kaufmann, Filipe Kobayashi,
Hadas Kotek, and Michael Wagner. All errors are, of course, our own. The three authors acknowledge support
from the Social Sciences and Humanities Research Council of Canada. A.H. also receives support from the
Volkswagen Stiftung (Grant VWZN3181, PI Luka Crnič).

1We take the metalanguage constant letter to be of type <e,st> corresponding to: λx . λw . JletterKw(x).
We write statements like (1b) to abbreviate: λw. ∃!x [letter(x)(w) ∧ miss(x)(w)].
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with ANSD being the trigger. ANSD, merging with the CP, will outscope any CP-internal
operator. The configuration in (3) is, however, compatible with local triggering. In particu-
lar, assuming wh-reconstruction, it is compatible with the trigger being which.

(3) [CP . . . OP [. . . TRIG . . . ] . . . ]

Hirsch and Schwarz (2019) build a case for local triggering based on cases where OP in (3)
is instantiated by a modal auxiliary. Extending this line of argumentation, we will present
data where we argue OP is instantiated by the disjunction particle or.

Our case for local triggering has consequences for the theory of answerhood. Local
triggering paves the way for a weakening of the ANS operator’s meaning, which Fox (2013)
considered as a way of accommodating mention-some questions. The wh-questions with or
to be explored here will, in fact, be analyzed as mention-some questions.

2. Global triggering

To begin, we introduce Dayal’s (1996) global triggering account in more detail. We return
to (1a) above, which Dayal’s analysis associates with the LF in (4).

(4) ANSD [CP which letter is missing ]

The CP is taken to determine a Hamblin set, a set of propositions. Those propositions,
the Hamblin answers, ascribe the property expressed by the wh-phrase’s scope (here: the
property of being missing) to elements of the extension of the wh-phrase’s restrictor (here:
atomic letters). The Hamblin set determined by the CP in (4) is accordingly (5).

(5) {miss(a), miss(b), . . . }

Dayal’s semantics for ANSD in (6) references the notion of a strongest element of a set
of propositions, an element that is maximal with respect to entailment. Notably, there can
be at most one such element. Dayal proposes that ANSD maps a Hamblin set to its unique
maximal true element, presupposing that such an element exists.

(6) JANSD Kw = λQ : ∃p∈Q [ p(w) ∧ ∀q∈Q [ q(w) → p⊆q ] ]
. ιp∈Q [ p(w) ∧ ∀q∈Q [ q(w) → p⊆q ] ]

In (4), then, ANSD introduces the maximality presupposition that one of the true mem-
bers of the set in (5) is strongest. Crucially, the members of (5) are all logically independent
of one another. For any Hamblin set with this logical profile, the maximality presupposition
amounts to the presupposition that exactly one of its members is true. For (5), this, in turn,
amounts to the intended presupposition that exactly one letter is missing.

We note that Dayal intends the proposition that ANSD outputs for a question’s Hamblin
set, its maximal true member, to characterize this question’s complete true answer. The
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uniqueness presupposition of singular which-questions is accordingly a side-effect of a
theory of answerhood. We will return to the topic of answerhood in Section 6, after having
presented our case against global triggering, to which we now turn.

3. A problem from disjunction

Extending related data in Haida and Repp 2013, Ciardelli et al. 2019, and Hirsch 2018, we
now present a case that we argue to be incompatible with global triggering. Consider (7),
say, in a context where the questioner is doing a crossword and needs to answer one of two
clues next. Example (7) is felicitous in such a context, and could be answered with either
Shakespeare was born in Stratford or Bach died in Leipzig.

(7) In which town was Shakespeare born or did Bach die?

With global triggering, what is (7) predicted to presuppose? The answer, we will see,
depends on the relative scope of ANSD and or. Given the linear string in (7), a transparent
syntax takes or to scope at the C’ level. Each disjunct contains a C head, hosting a fronted
auxiliary. The wh-phrase moves across-the-board to the spec of CP. Because ANSD merges
with the CP, or takes scope under ANSD, the uniqueness trigger.

(8) [ANSD [CP [in which town] [[C’ was Shakespeare born t ]] or [C’ did Bach die t]]

To assess the expected presupposition, we first need to identify what Hamblin set the CP
determines, hence to spell out CP-internal composition. We follow a classical view, based
on Karttunen (1977), and adapted to fit with current models of syntax in Heim (1994) and
Fox (2013). First, consider again the basic question (9a), now with the detailed LF in (9b).

(9) a. Which letter is missing?
b. [CP λp [ [which letter] λx [C’ [C ? p] [TP x missing] ] ] ]

The C position houses the ? morpheme in (10), which equates two propositions. Its first
argument is a proposition variable p, and that is equated with the proposition expressed by
the TP containing the trace of which letter, as in (11). In informal terms, the contribution
of the C’ is to set the form of Hamblin answers, here as propositions that x is missing.

(10) J?K = λpst . λqst . p = q

(11) JC’K ≈ p = miss(x)

The wh item denotes the existential determiner in (12), and the wh-phrase scopes above C.
The p variable is abstracted over at the the final step, to derive the overall denotation for
the CP in (13a), characterizing the Hamblin set in (13b), repeated from (5).

(12) JwhichK = λ fet . λget . ∃x [ f(x) ∧ g(x) ]
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(13) a. λp . ∃x [ letter(x)(w) ∧ p = miss(x) ]
b. {miss(a), miss(b), . . . }

Equipped with a composition, we can determine the effect of C’ disjunction. Undoing
pied-piping of the preposition, and fleshing out the internal make-up of the CP, the LF in
(8) elaborates as (14). Or has the classic semantics of the logical connective. C’ disjunction
sets the propositions in the Hamblin set as having either of two forms: that Shakespeare
was born in x or that Bach died in x. The disjunction is interpreted as (15).

(14) [ ANSD [CP λp [ [which town] λx [ ...[C’ [C ? p] [TP S was born in x] ]
[or [C’ [C ? p] [TP B did die in x] ] ] ] ] ]

(15) JC’ or C’K ≈ p = borns(x) ∨ p = diedb(x)

In turn, the CP denotes (16a), which characterizes the Hamblin set in (16b). For each town
in the wh-phrase’s domain, the Hamblin set contains two propositions, one of each form.
The two families of propositions determined by the two C’ disjuncts coincide with the
Hamblin sets for the wh-questions In which town was Shakespeare born? and In which
town did Bach die?. The Hamblin set (16b) is the union of these.

(16) a. λp . ∃x [ town(x)(w) ∧ [ p = borns(x) ∨ p = diedb(x)] ]
b. {borns(Stratford), diedb(Stratford), borns(Leipzig), diedb(Leipzig), . . .}

What presupposition results from applying ANSD above disjunction? ANSD will trig-
ger a maximality presupposition that (16b) has a strongest true member. The propositions
in (16b) are all logically independent. As noted, for a Hamblin set with this logical profile,
the maximality presupposition amounts to the requirement that exactly one of its members
be true. For (16b), the requirement is met just in case either of two conditions holds: (i)
Shakespeare was born in exactly one town and Bach did not die in a town; (ii) Shakespeare
was not born in a town and Bach died in exactly one town. The condition amounts to:

(17) ∨.[ ∃!x [ town(x) ∧ borns(x) ] ∧ ¬∃y [ town(y) ∧ diedb(y) ] ]
∨ [ ∃!x [ town(x) ∧ diedb(x) ] ∧ ¬∃y [ town(y) ∧ borns(y) ] ]

The presupposition entails that either Shakespeare was not born in a town or Bach did not
die in a town. Clearly, example (7) is not perceived to carry such a presupposition. It is not
judged to challenge either the common knowledge that Shakespeare was born in a town or
the common knowledge that Bach died in a town. We thus arrive at the problem for global
triggering: the predicted maximality presupposition in (7) is incorrect.2

2In all derivations we will consider, or scopes above the ? morpheme in C. Another possibility might
be that or takes scope beneath ?, as shown in (i). If ? is housed in a covert head above the landing site of
the fronted auxiliaries, (i) would be consistent with the surface string. Matters would not, however, improve.
With or inside the question nucleus, each Hamblin answer is disjunctive, as in (ii). ANSD would introduce
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3.1 A problem of scope

The problem is a matter of scope. An intuitive presupposition would derive in (7) if the
uniqueness trigger took narrow scope under disjunction, rather than vice versa. We will
refer to this idea as the Scope Hypothesis. According to the LF in (14) above, the trigger,
ANSD, outscopes the disjunction, instantiating the configuration in (18a). By the Scope
Hypothesis, the configuration in (18b) must at least be available.

(18) a. [ TRIG [... or ...] ]
b. [ [TRIG ...] or [TRIG ...] ]

With or taking wide scope, separate uniqueness presuppositions will be triggered internal
to each disjunct. Within the left disjunct in (7), the presupposition that Shakesepeare was
born in exactly one town will be triggered. Within the right disjunct, the presupposition that
Bach died in exactly one town will be triggered. If both triggered presuppositions project,
the question as a whole will presuppose their conjunction, as stated in (19).

(19) ∃!x [ town(x) ∧ borns(x) ] ∧ ∃!y [ town(y) ∧ diedb(y) ]

This conjunction is the strongest presupposition that (7) could be expected to carry under
the Scope Hypothesis. But even that strongest conceivable presupposition is consistent with
intuitions. In fact, it is likely to be entailed by common knowledge.

The question is how the Scope Hypothesis derives in (7). We will consider two options.
One targets disjunction, positing that its scope can actually extend beyond C’ and may be
broad enough to include ANSD. The other targets the trigger, positing that it can take scope
within the question nucleus, and in particular within a TP included in a C’ disjunction.
That approach is incompatible with the trigger being an ANS operator. Operating on the
Hamblin set, determined by the CP, ANS must scope above CP. In the remainder of the
paper, we argue for the second option, requiring a move to local triggering.

4. Extended scope of disjunction?

We turn to the first way of elaborating the Scope Hypothesis, where or takes wider scope
than it appears to, scoping over ANSD. Under such an analysis, a central issue is what
exactly the scope of disjunction might be. A scope site must be identified that both yields
the target presupposition and predicts a viable meaning for the question overall.

the presupposition that exactly one is true. That excludes that Shakespeare’s place of birth and Bach’s place
of death are different and, as such, is again incompatible with world knowledge.

(i) [ ANSD [CP λp [ [which town] λx [ [? p] [ [was S born in x] or [did Bach die in x] ] ] ] ]

(ii) a. λp . ∃x [p = borns(x) ∨ diedb(x)]
b. {borns(Stratford) ∨ diedb(Stratford), borns(Leipzig) ∨ diedb(Leipzig), . . .}
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The most promising route we see emerges from a proposal in Sauerland and Yatsushiro
(2017) that questions contain a covert performative layer, which decomposes into multiple
embedding predicates. Consider again (20a) to start. The two silent predicates in (20b)
have essentially the meanings suggested by the names we have shown. (20b) thus expresses
that the listener ought to make known the maximal true Hamblin answer to the question
Which letter is missing?—arguably capturing the act that (20a) can be used to perform.
Assuming the presupposition of ANSD projects through the performative layer unaltered,
the uniqueness presupposition associated with (20a) is accounted for as before.

(20) a. Which letter is missing?
b. [OUGHT-MAKE [KNOWN [ANSD [CP which letter is missing] ] ] ]

Returning to our central example with disjunction, a potential parse for (7), repeated in
(21), could be one where or scopes between the two layers of the performative. One way
to make this concrete is shown in (22). Here, or disjoins constituents larger than the C’,
as or attaches above covert KNOWN. On this parse, (21) contains two occurrences of the
wh-phrase, one in each disjunct. To reconcile this structure with the pronunciation of (21),
the wh-phrase in the second disjunct must undergo ellipsis.

(21) In which town was Shakespeare born or did Bach die?

(22) [OUGHT-MAKE [... [KNOWN [ANSD [CP in which town was S born ] ] ]
[ [OUGHT-....... [or [KNOWN [ANSD [CP in which town did B die ] ] ] ] ] ]

Since or scopes within the performative layer, which itself is above the ANS operator,
each disjunct contains a separate ANSD, achieving the target scope order, with or above
the uniqueness trigger. Each ANSD merges with its own interrogative CP, and triggers a
separate maximality presupposition. The CP in the left disjunct determines the Hamblin
set in (23a), and the one in the right disjunct (23b), and these are not unioned.

(23) a. {borns(Stratford), borns(Lepzig), ...}
b. {diedb(Stratford), diedb(Lepzig), ...}

Since the answers within each Hamblin set are logically independent, the presupposition
of ANSD will amount to uniqueness in each case. There is exactly one true answer in (23a)
just in case Shakespeare was born in exactly one town, and exactly one true in (23b) just in
case Bach died in exactly one town. The ANS operators introduce these presuppositions,
and projecting both delivers the target presupposition (24), repeated from (19).

(24) ∃!x [ town(x) ∧ borns(x) ] ∧ ∃!y [ town(y) ∧ diedb(y) ]

Moreover, (22) delivers the right overall meaning. It conveys that the listener ought to either
make known the answer to one question or the other. This captures the intuition that (21)
can be answered with Shakespeare was born in Stratford or Bach died in Leipzig. In the
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crossword scenario we presented, either by itself is intuited to convey sufficient information
to comply with the questioner’s request for information.

A problem arises, however. In many environments, or can indeed take wider scope than
it appears to in the surface string. In (25), for instance, or can scope above or below the
overt embedding predicate wonder, as brought out by the continuations in (25a) and (25b).
On the first reading, Al’s curiosity can be satisfied in either of two ways, by learning the
town where Shakespeare was born or the town where Bach died. On the second reading,
Al’s curiosity can be satisfied in one way, and the speaker is not sure whether that’s by
learning where Shakespeare was born or by learning where Bach died. The former reading
involves narrow scope for or, the latter wide scope.

(25) Al is wondering in which town Shakespeare was born or in which town Bach died.

a. ... either fact will do. (wonder > or)
b. ... but I’m not sure which. (or > wonder)

Yet, in cases where or appears to coordinate C’ constituents, baseline data involving overt
embedding show that or can and must take narrow scope. Whereas the surface string in
(25) has or appear between CPs, the string in (26) is compatible with or surfacing between
C’s. We judge (26) to be unambiguous, with or scoping low.

(26) Al is wondering in which town Shakespeare was born or Bach died.

a. ... either fact will do. (wonder > or)
b. #... but I’m not sure which. (or > wonder)

The observed scope freezing effect in (26) is most easily understood if inter-C’ or simply
must scope at the C’ itself—and that would rule out the analysis of (7) in (22). An account
based on (22) would have to motivate some weakened generalization that reconciles the
assumed well-formedness of (22) with the unavailability of inverse scope for disjunction
in (26), and we are not aware of independent considerations that might support such a
generalization.3 On this basis, we move to a different perspective on our Scope Hypothesis,
one that attributes scope reversal between the trigger and disjunction to the trigger’s scopal
mobility, rather than to the disjunction’s.

5. Local triggering

In this section, we spell out our proposal where the uniqueness presupposition observed
in singular wh-questions is triggered locally, within the question nucleus. As noted earlier,

3Note that wonder might itself be decomposed into two embedding predicates (want to know). If so, the
continuation in (26b) would test whether or can take widest scope above both layers of wonder, and the
judgment shows that it cannot. The data are in principle compatible with or taking scope just above the know
layer, parallel to (22). In this way, (22) could perhaps be maintained in light of (26) if apparent C’ disjunction
could scope over one embedding predicate, but not two. We are not aware of independent constraints (for
example, on ellipsis) which would derive such a restriction, however.
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local triggering is incompatible with the trigger being ANSD. Under the assumption that
the wh-phrase can reconstruct into the question nucleus, we explore the option of encoding
the presupposition in the wh-item (as in Hirsch and Schwarz 2019, Uegaki 2020).

5.1 Re-sourcing uniqueness

We take which to encode a sort of maximality presupposition, with maximality now based
on mereology rather than entailment (cf., Sharvy 1980, Link 1983 on the). In (27), which
composes with an entity and two predicates. It triggers the presupposition that there is a
maximal entity, in terms of the part-of relation ⊑, satisfying both predicates. When defined,
which maps its inputs to true just in case the individual satisfies both predicates.

(27) JwhichK = λxe . λ fet . λget : ∃y [ [f(y) ∧ g(y)] ∧ ∀z [ [f(z) ∧ g(z)] → z⊑y ] ]
. f(x) ∧ g(x)

The wh-phrase reconstructs into the question nucleus (as in Rullmann and Beck 1998).
For the basic case repeated in (28a), the updated LF is (28b). Focusing on the TP, which
composes with letter and is missing, triggering the maximality presupposition in (29a).
Since the predicate given by singular letter is satisfied only by atomic letters, elements
of {y ∣ letter(y)(w) ∧ miss(y)(w)} are not ordered by ⊑ for any w. The mereology-based
maximality presupposition thus amounts to the intended presupposition (of existence and)
uniqueness, repeated in (29b).

(28) a. Which letter is missing?
b. [CP λp [∃wh λx [C’ [C ? p] [TP [DP [which x] letter] [VP is missing] ] ] ] ]

(29) a. ∃y [ [letter(y) ∧ miss(y)] ∧ ∀z [ [letter(z) ∧ miss(z)] → z⊑y ] ]
b. ⇔ ∃!y [ letter(y) ∧ miss(y) ]

To determine how this presupposition projects, we need to attend to the structure above
the TP and calculate the new Hamblin set. Under the composition based on Karttunen
(1977), the Hamblin set for (28a) was obtained by scoping which letter, which contributed
an existential quantifier, above ? in C. Now that which letter has reconstructed low, we
localize existential quantification in a covert wh-operator ∃wh, with the denotation in (30).
As shown in (28b), the existential originates as the first argument of which, from where it
moves to the specifier of C above ? and remains there.

(30) J∃wh K = λ fet . ∃x [ f(x) ]

In addition to triggering the presupposition in (29), which at the TP level contributes as
asserted content that the wh-operator’s trace denotes a missing letter. The effect is that (28b)
denotes the function in (31), determining the Hamblin set in (32). The Hamblin answers all
carry the same presupposition, while differing from one another in their asserted content,
which varies in the semantic value of the wh-operator’s trace.
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(31) λp . ∃x [ p = λw : ∃!y [letter(y)(w) ∧ miss(y)(w)] . letter(x)(w) ∧ miss(x)(w) ]

(32) { λw : ∃!y [ letter(y)(w) ∧ miss(y)(w) ] . letter(a)(w) ∧ miss(a)(w),
λw : ∃!y [ letter(y)(w) ∧ miss(y)(w) ] . letter(b)(w) ∧ miss(b)(w), . . . }

Because the presupposition is now carried by each one of the Hamblin answers, either
universal or existential projection from the Hamblin set can account for the observation
that the uniqueness presupposition in (29) is associated with the question in (28a) as a
whole. Note that such projection is independently supported by cases like Who invited the
king of France?, which is naturally analyzed as presupposing the existence of a king of
France in virtue of each of its Hamblin answers carrying that presupposition.

For basic cases, then, our localist analysis yields the same presupposition as Dayal’s
globalist analysis would, but through a different compositional route. Reconstructed which
triggers the presupposition internal to the question nucleus, so it is carried by each Hamblin
answer, and projects as a result. We will now apply this analysis to our disjunctive question,
showing that it solves the problem for the globalist analysis in Section 3.

5.2 Solving the disjunction problem

The disjunctive question is repeated in (33a). We maintain from Section 3 that in the overt
syntax, the fronted wh-phrase undergoes across-the-board movement from a C’ disjunction.
Now, however, the wh-phrase reconstructs. Reconstruction applies in an across-the-board
fashion, returning the wh-phrase into each of the disjuncts. The LF in (33b) results.

(33) a. In which town was Shakespeare born or did Bach die?

b. [CP λp [∃wh λx [ or[C’ [C ? p] [TP [[which x] tn] λy [TP S was born in y] ] ]
[or [C’ [C ? p] [TP [[which x] tn] λz [TP B died in z] ] ] ] ] ] ]

Since triggering is re-sourced to which, the revised LF bears out the Scope Hypothesis.
Across-the-board reconstruction results in the trigger taking narrow scope under or. Which
triggers a maximality presupposition at each TP, as shown in (34a) and (35a) for the left
and right disjunct, respectively. In each case, the maximality presupposition amounts to
a presupposition of uniqueness, given that town, the singular restrictor of which, holds of
atomic towns only. The uniqueness presuppositions are given in (34b) and (35b).

(34) a. ∃y [ [town(y) ∧ borns(y)] ∧ ∀z [ [town(z) ∧ borns(z)] → z⊑y ] ]
b. ⇔ ∃!y [ town(y) ∧ diedb(y) ]

(35) a. ∃y [ [town(y) ∧ diedb(y)] ∧ ∀z [ [town(z) ∧ diedb(z)] → z⊑y ] ]
b. ⇔ ∃!y [ town(y) ∧ borns(y) ]

With or scoping at the C’ level, each C’ constituent determines a family of propositions
in the Hamblin set. The families now coincide with the Hamblin sets that the localist anal-
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ysis would derive for In which town was Shakespeare born? and In which town did Bach
die?, and their union yields the Hamblin set for (33a). Given the presuppositions triggered
at the TP in each disjunct, all the members of one family presuppose that Shakespeare was
born in a unique town, while all the members of the other presuppose that Bach died in a
unique town. The denotation of (33b) is (36), and the Hamblin set is (37).

(36) λp . ∃x [∨. [p = λw : ∃!y [tn(y)(w) ∧ borns(y)(w)] . tn(x)(w) ∧ borns(x)(w)]
∨ [p = λw : ∃!y[tn(y)(w) ∧ diedb(y)(w)] . tn(x)(w) ∧ diedb(x)(w)] ]

(37)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

λw : ∃!y [ tn(y)(w) ∧ borns(y)(w) ] . tn(Stratford)(w) ∧ borns(Stratford)(w),
λw : ∃!y [ tn(y)(w) ∧ borns(y)(w) ] . tn(Leipzig)(w) ∧ borns(Leipzig)(w),
λw : ∃!y [ tn(y)(w) ∧ diedb(y)(w) ] . tn(Stratford)(w) ∧ diedb(Stratford)(w),
λw : ∃!y [ tn(y)(w) ∧ diedb(y)(w) ] . tn(Leipzig)(w) ∧ diedb(Leipzig)(w), ...

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
Suppose that presupposition projection from Hamblin sets is universal, an assumption that
maximizes the strength of the global presupposition derivable under our analysis. Then,
the question in (33a) inherits the presupposition carried by the members of both families of
Hamblin answers. The target presupposition repeated again in (38) results: it is presupposed
that Shakespeare was born in a unique town and that Bach died in a unique town.

(38) ∃!y [ town(y) ∧ borns(y) ] ∧ ∃!y [ town(y) ∧ diedb(y) ]

The problem for global triggering is solved. As noted earlier, the presupposition in (38), the
strongest we might expect, is weak enough to be compatible with intuitions about (33a),
and is likely entailed by common knowledge.4

5.3 Taking stock

So far, we have proposed that the wh-item introduces a uniqueness presupposition, and in
disjunction data can reconstruct across-the-board to take low scope under or. In presenting
our localist analysis, we have thus far not included any ANS operator in the LFs. Yet, an
ANS operator may still be present to map the Hamblin set which contains the possible
answers to the question to an actual appropriate answer in a given circumstance. We now
re-assess the contribution of ANS so that a uniqueness presupposition is not triggered from
that source, and answerhood conditions are captured, including in disjunctive data.

4Universal projection has been argued in some prior work (e.g., Abrusán 2011), but is controversial (e.g.,
Schwarz and Simonenko 2018). Regardless, existential projection, yielding (i), is also compatible with our
key data point. The disjunction in (i) is weaker than the conjunction in (38), hence also likely to be entailed by
common knowledge. All that matters here is that Dayal’s system yields an inadequate presupposition, while
our approach, one way or the other, yields a suitable one, consistent with common knowledge.

(i) ∃!y [ town(y) ∧ borns(y) ] ∨ ∃!y [ town(y) ∧ diedb(y) ]
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6. Capturing answerhood

As discussed in Section 2, Dayal’s globalist account links the uniqueness presupposition of
singular wh-questions to the analysis of what counts as a complete answer to a question. A
question’s complete true answer is equated with the proposition that ANSD outputs when
applied to the Hamblin set at a given world. According to the semantics assigned to ANSD,
repeated in (39), this output is the maximal, that is, strongest, true answer in the set. The
existence of a maximal true answer is presupposed.

(39) JANSD Kw = λQ : ∃p∈Q [ p(w) ∧ ∀q∈Q[ q(w) → p⊆q ] ]
. ιp∈Q [ p(w) ∧ ∀q∈Q[ q(w) → p⊆q ] ]

As noted, any set can contain at most one such maximal proposition. If every interrog-
ative clause must combine with ANSD, the prediction is thus that every question should
be judged to have exactly one complete true answer in any circumstance where the pre-
supposition is met. This prediction is, however, known to be problematic, since certain
questions—mention-some questions—permit multiple intuitively complete true answers.
Canonical instances of mention-some questions are modalized, with a possibility modal
like can in the question nucleus, as in (40). Intuitions indicate that there are circumstances
where (40) can be taken to solicit just one place where we can get coffee. In such circum-
stances, either answer in (41) qualifies as a complete true answer to the question on its own.
The responder can felicitously provide one answer or the other.

(40) Where can we get coffee?

(41) a. We can get coffee at Tim Horton’s.
b. We can get coffee at Aroma.

As reported in Section 3, our central disjunction example, repeated in (42), can likewise
allow for multiple answers in the same circumstance. In the crossword scenario we pre-
sented, the question intuitively calls for an answer addressing either of the two disjuncts.
The responder can provide either (43a) or (43b), and both equally well resolve the question.
In permitting multiple intuitively complete true answers, disjunctive questions pattern in a
similar way to canonical mention-some questions with possibility modals.

(42) In which town was Shakespeare born or did Bach die?

(43) a. Shakespeare was born in Stratford.
b. Bach died in Leipzig.

In order to accommodate canonical mention-some data, Fox (2013) entertained a weakened
ANS operator. We pursue his formulation here. Fox’s operator meets our desideratum of
not deriving a uniqueness presupposition for singular questions from ANS, and can account
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for the answering pattern observed with disjunction. Extending a proposal in Hirsch (2018),
(42) is analyzed as a kind of mention-some question.

6.1 Weakening ANS

The formulation Fox put forward is stated in (44) as ANSF, which references a weaker
entailment-based notion of maximality than ANSD.

(44) JANSF Kw = λQ . ∃p∈Q [ p(w) ∧ ¬∃q∈Q [ q(w) → q⊂p ] ]
. {p∈Q ∣ p(w) ∧ ¬∃q∈Q [ q(w) → q⊂p ]}

Instead of presupposing that the Hamblin set contain a true proposition entailing any other
true Hamblin answer, ANSF merely triggers the presupposition that the Hamblin set contain
a true proposition that is not entailed by any other true Hamblin answer. Importantly, it is
logically possible for there to be more than one true Hamblin answer that is maximal in
this weaker sense. ANSF is accordingly taken to output not a proposition, but a set of
propositions, containing all the weakly maximal true Hamblin answers.

This weakened answerhood operator supports a revised theory of answerhood, on which
the set of intuitively complete true answers in a world is given by the set of propositions
that ANSF outputs in that world. Since this set may have multiple members, mention-some
questions can now be accommodated. In this light, we examine the effect of ANSF for
singular wh-questions first without and then with disjunction.

6.2 Applying to disjunction

As Fox observed, ANSF does not lead to any uniqueness presupposition in singular wh-
questions. Consider again the basic case in (45a), with its classical Hamblin set, repeated
in (45b) from (5). Suppose two letters are missing, a and b. Then, two propositions in
(46) are true, miss(a) and miss(b). Since neither is entailed by the other, both are maximal
in the weak sense relevant for ANSF, and ANSF returns the set {miss(a), miss(b)}, its
presupposition being met. Either answer should be intuitively complete, leading to a core
prediction that singular wh-questions should be mention-some questions.

(45) a. Which letter is missing?
b. {miss(a), miss(b), ...}

While Fox rejected ANSF due to its inability to derive uniqueness in data like (45a), local
triggering avoids the problem by re-sourcing the trigger to which. The revised Hamblin
set is repeated in (46) from Section 4, with each answer presuppositional. The projected
presupposition ensures that there is just a single missing letter, and that renders the Hamblin
answers mutually exclusive. In turn, ANSF must return a singleton set at any world where
the presupposition from which is met.
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(46) { λw : ∃!y [ letter(y)(w) ∧ miss(y)(w) ] . letter(a)(w) ∧ miss(a)(w),
λw : ∃!y [ letter(y)(w) ∧ miss(y)(w) ] . letter(b)(w) ∧ miss(b)(w), ... }

In the disjunction data, by contrast, the core prediction of mention-some can emerge.
With which taking low scope beneath disjunction, the global presupposition we derived
for (42) is repeated in (47). The presupposition is not only compatible with there being
multiple true propositions in the Hamblin set in (48), it entails that exactly two Hamblin
answers must be true. One true answer names the town where Shakespeare was born; the
other names the town where Bach died. As such, in the actual world, where Shakespeare
was born in Stratford and Bach died in Leipzig, ANSF will output the doubleton set in (49),
designating either proposition as a felicitous complete answer.

(47) ∃!y [ town(y) ∧ borns(y) ] ∧ ∃!y [ town(y) ∧ diedb(y) ]

(48)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

λw : ∃!y [ tn(y)(w) ∧ borns(y)(w) ] . tn(Stratford)(w) ∧ borns(Stratford)(w),
λw : ∃!y [ tn(y)(w) ∧ borns(y)(w) ] . tn(Leipzig)(w) ∧ borns(Leipzig)(w),
λw : ∃!y [ tn(y)(w) ∧ diedb(y)(w) ] . tn(Stratford)(w) ∧ diedb(Stratford)(w),
λw : ∃!y [ tn(y)(w) ∧ diedb(y)(w) ] . tn(Leipzig)(w) ∧ diedb(Leipzig)(w), ...

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

(49) {λw : ∃!y [ tn(y)(w) ∧ borns(y)(w) ] . tn(Stratford)(w) ∧ borns(Stratford)(w),
λw : ∃!y [ tn(y)(w) ∧ diedb(y)(w) ] . tn(Leipzig)(w) ∧ diedb(Leipzig)(w) }

By combining local triggering with ANSF, we make correct predictions about how
singular questions are answered. The core prediction of ANSF is that singular questions
should be mention-some. Mention-some is masked by uniqueness from which in basic
data, but allowed to emerge when which takes low scope in our disjunction data.

7. Conclusion

Our goal in this paper has been to build an argument from disjunction that the uniqueness
presupposition associated with singular wh-questions is triggered locally, not globally by
an answer operator. We argued that in C’ disjunction, the presupposition trigger can take
scope below or and, on that basis, proposed that the trigger must be a scopally mobile
element within the question nucleus. Concretely, we re-localized the presupposition from
the answer operator to the wh-item, which we took to be able to reconstruct beneath or.
Re-localizing the presupposition paved the way for a weakening of ANS, which captured
the relevant disjunction cases as mention-some questions.
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